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ABSTRACT

The spectrogram of a signal 1s a three dimensional relation between ume, fraquency
mmmmﬂ many applications specially in the speaker identification
and the training aids of the mummumk-mw A neural

network that will give this spectrogram is introduced in this paper. The proposed network is
ested under different test conditions to venfy its operation.

L. INTRODUCTION

A graph that shows the relation between time, frequency and magnitude of a signal is
very useful in a lot of applications Most of these applications are in the sound processing
fields where such relation can play a key factor in the determination of the pitch, speaker
wumwmmwmﬂuwmnmm
in treating and training the deall people are on the spectrogram.

It has been shown in previous works that a neural network can be trained to do some
imponant frequency related matters. For example 2 neural network has been trained to behave
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like & filver wath a3 good filtenng characienstics that can only be obtained from a comphoated
digatal filters [1] hmhﬂtﬁ:mhhwumh
frequency coptents of 4 shon time signal [2]. In this previouawork the sgnal was sssumed 1o
be stationary In this paper we will extend the work 1o imchade the non stationary signaly ke

sound. hmmdhuuhﬁ-mmmummu
frequency and will be monored and recorded comtinuously with time, The
frequency modulsted, FM signals to venfy the operation of the network. Then the network
will be tested on 2 sound signal

2. NETWORK DESCRIPTION

Fig (1) shows the one layer noural merwork that we proposed This metwork i
composed of an mput, and ia outpet layer The input layer repeesents a windaw that i3 opened
on the stream nf amples 0f the nput data that are contiruowsly shufted sample by sample
These samples muer the imput window Fom one end and ext (rom the other end as shown in
fig (1) With each shaft of the input data from right 1o leR, the output of the network is
calculated. This output represents the instantaneous frequency contents of mput window Each
output will be proportional to the amplitude of a certuin frequercy f this frequency exss in
the input al that instant. If this frequency does not exst, then the comresponding output will be

Figi(l) The proposed netwark

As we see in fig (1) _wummuhwu’.mm

- of neurons in the imput layer is to the maximum frequency 1o be detected in the signal

hrth“uhhhﬂnt neurons in the mput should be higher than double
the frequency o be detected in the nput signal in Hertz. Thh:rﬁr of neurons in the output

layer depends on the frequency components 1o be detecied where it will be double the number
of those (requency components 8s shown in fig. (1) and as we will discuss ia the next section

A bias component is added to the input of each neuron where it was found that these biases
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aiso speed up the convergence of the network, All the newrons that we used in this paper are
from the simple type that are characterized by the equation [3-5)

y = I{xw, -8 (1

where x, is the inputs, w, is the weighting factor of the connection between neuron i and
neuran J, and B, is & thresheld fictor A linear activation function is assumed in all the neurons
that we used in this paper. Nonlinear activation functions have been tried but they were found
to have a longer traning time before they reach a converge. This result is expected due to the
nature of the network where the output is composed of several analog companents.

Because the input signal is always complex, ie composed of real and imaginary
components as in equation 2, phase will be a crucial factor and must be taken into
concideration The mput signal in its general form can be written as

, mhe [@TIT+ @)

= Acos(2mif T + @) + jAsin(2xilT +b ) (2

where A is the amplitude, 15 the frequency, @ 15 the phase, and T is the sampling peniod that
15 related to the time t by the relationt =iT.

As wo ss2 in fig. (2) the output layer is divided into neuron palrs, sach par is
associated with a certain frequency component, Ou= neuron of each pair will detect the real
component, and the other neuron of the pair will detect the imaginary component of that
output So the net output of each neuron pair will be a combination of the outputs from each
neuron in the par according to the following equation:

y, = Jd cos2ayfT + @) + (4 sin(2xifT + ©))
=A ()

So from equation J we can say that when we train the first neuron of any outpu! neuron pai
10 detect the real component of the signal, and the other neuron of the pair to devect the
imaginary comporent, we are actually iraining the pair to detect the amplitude of that
frequency component. This traning is such that if the frequency exists in the signal the output
of lts coresponding neuron pair will equal to the ampiitude A of that frequency, and if this

does not exsts then the output of thus pair will be zero. The training algorithm for
the network will be as follows:

3. TRAINING ALGORITHM

1. Random initial values for the weights and biasing coefficients will be conzidered
2. Samples of the input signal will be introduced to the input layer and a correspondiog output
will be calcuiated. The input ugnal is assumed to have certain frequency, amplinide and

phuse.
3. If the value of the coresponding output to that frequency does not equal to the amplitude
of that frequency A, an emror will be calculated and used to correct all the weights of the
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4 Step 3 will be repested until the output reaches the desired vaiue A

S The phase of the input signal will be incremented and steps 2, 3, and 4 will be repeated until
the cutput will equal to the desired value A at any value of the signal phase

ﬁmwmﬂlh:mmmﬂmubemﬂmil-liuilh
repested until the output will equal to the desired value st all t values of the phase
and ampirtudc

7 The frequency of the input signal will be incremented and steps 2, 3,4, Sand 6 will be
repeated untd the output will be equal to the desired value at all differeat values of the
phase, amphude, and frequency.

8 The input sigral will be shifted by one sample and stepy 2, 3, 4, 5, 6, and 7 will be repeaed
until the output will be cqual 1o the desired value at all values of phase, amplitude,
frequency, and time.

We used the simple perceptron traiming rechnique i the waining of the proposed
nerwork. Literansre's are full of the discussion of this technique, so thers is no need 1o repest
115 discussion m here [3-5]

4. RESULTS

The Lrst step was the testing of the proposed network oa simple signalg that must have
2 nonvarying spectrum with time. Fig. (2) shows the output of the nerwork when the input
was & simpe siwoidal wave grven by the equation:

x = 0 9cos(27120T) )
where the cutput is a peak mt f=20Hz, and this peak equal 1o 0.9 and the peak 15 constant with
respect to e Fig (41 shows the testing of the network on 3 more complicated signal that i
given by the equation.

n = 0.5c08(2ni20T +0.3x) + 0.7cos(2=110T) (5)

Notice from this figure that the output equal to the amplitede and mdependem of the phase of
the signal A J0Hz carrier was amplitude modulsred with & 20Hz modulating signal ot a

modulation index of 0.5 and the compound signal lprimﬂnm Thes AM signal
u”nwlﬂiumhhhn
x=0.7(1 + 0.5cos(2ni20T))cos(2x130T) {8)

Fig (5) shows the response of the network to & frequency modulated sigoal with a
carner 30Hz and 8 modulating 10Hz at 8 modulation index of 0 4 so that the response is
the carmier and four side bands. This equanion is as follows:

% = Scos(2xid0T + 0.4sin(2xi 10T)) m
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Fig(1) Response of the network 10 the compound signal
x = 0 Scos(2n (20T + 0.3x ) + 0.7cos(2x 110T)
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Fig{7) Response of the net at sampling freq. 100 times that used dunag traimng phase.
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detected will require the ncrease of the number of neurons in the input and the output layers
which will increase the required RAM for such calculations. In reference [2] it has been
demonstrated that working at 2 sampling frequency different from that defined by the Nyquest

role during the training of the ‘network will the output detected frequencies by the
ratio of the new sampling frequency to the frequency used dunng the training For
example, if we train the network to detect the I, 2,3, .., t0 100Hz with the
sampiing frequency of 200Hz (double the maximum 100Hz), then this network will

detect the frequencies 5, 10, 15, __, to 500Hz if the ‘is sampled at 1000Hz (5
mummmmmmﬂhu:; mmau

where the complex of the 1,2, and lh l‘l-
MHH:'n:twindelug e mpach
during traming). i A

x = 0.5c0s{2xi2000T + 0.3x) + 0.7c0s(2ri1000T) + 0.3cos(2xi4000T)  (8)
5. CONELUSION

mmmmuquﬂMngwmmm
problem wath this method is that it needs a amount of RAM dunng the traimng session.
h-nhmumdﬂcﬂyuhwm-ﬂ-hmﬂmm
research can be extended in the future to find an easy method to apply such networks at higher
frogeencic:
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Abstract -An elficient  systolic implementation of the two-
dimensional discrete cosine transtonm (2-D DCT) is developed. It offers a
highly regular structure ideally suited for VLSI 1mpbammm The
computation complexity of the proposed implementation is O(N) as
compared to the two-dimensional fast cosine transform algorithm of O(N2)
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I - Intrndduction

The discrete cosme transform (DCT) 15 a better approximanion 1o the
statistically optumal Karhunen - loeve transfonn (KLT) than most other
orthogonal transforms [2],[3]. Theretore, it plays a very important role in
image and speech coding,

The DCT rransfonn requires massive and complicated data
manipulation that lead te consideration and implementations employing
parallelism and pipelining.  The systolic anay has the advantages of
pipelinability, regularity, locality, and scalability, thus making it very
switable for VLS| signal processing (4]-[6].

Recemly, Anew recursive algorithm for computing the 1-D DCT
[7)[8] and the 2-D DCT [1] 15 miroduced. The algontim is simiar to a
decimation-- ir&mem_v Cooley - Tukey FFT algonthm. lts cmnpulanmu
complexity 15 O(N2). ln this paper a new systolic array for the 2-D DCT is
developed. It reduces the computation complexity to O(N).

The approach for mppping algorthms onto Systolic hardware can be
described as follows :

« Given the algonthn, a set of recursive expressions is derived.




E 59 S Mashali

« Each iteration in the system recursive :rpremun 15 assigned a processing
element (PE) Yo performn it
» From the recursive expressions, the structures of the PE and the systolic
array are obtained.
» The number of PEs 15 determined by the munber of iterations requared to
produce the final output.

In section I, a derivation of the recurrence forinulae is presented,
The proposed systolic amay is described in section 1[I while its complexity
is discussed in section V.

11. Devivation of Recurrence Formulae
The 2-D DCT of the real sequence x(ny,n2) can be defined as

Zn, +1 a0, |
Xk, 1:-—%31 3 };outn preost LT oy T E02 Ry

N, 2
where
furkitﬂ _
i “ U otherwise v1=h2
For simplicity, we define cz" & c:afl and X( k| Jk3) such that
2
20,41 (20, + )k
Y.
% m{——;ﬁl——h @)
Py \
Ck22+ = cos {@;2_“1] 3)
N, =1 N1
- n+l _In,+l
x{t,.tlian'to “};0:{1: nzjck‘ :;’ @
Substitution of (4) into (1) yields
4
Xk ky)=—KIrk2 K(k, k)

. 4 '
Since the leading constant Jﬁ';‘l 15 2 scale factor ,
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we can consider i{kl.kzj instead of X{kl,kzj in the following -By
trigonometric function difference relations, we have the following

equations
for cﬁ“l*'l
|
C’lnI-rI CZJ][—I 4 :lfrlllii.'1 'rEkI :
k] - k’l =-2sin{ " }"'m‘gﬁ} (5)
1 1
2 n,-3 -1k k
C “1"'"-;_: 1 =_ggn{p_(“LJL} ﬁn{h} (6)
k| k) N, N
&
znk &{n, -1 m(2n, + Dk xk
sin} NI I;—sin{I{H| }}=2m-{ nz‘}q }I}'sin{ZHH
1 I | |
2n
=2 CL: im{-—l—} (7)
I oYy
Taking the difference between (3) and (6), we find
ln +1 l pk pn
- = i I 1
Ckl ‘ZC ?.sm{ ]i[sml N, }
{n, -1 2n, =3
._smmﬂlll.}] .cknl (8)
Nl 1

with the substitution of (7) into (8), we have

In +l pk III
I v e e o
ckl [=2%sin"} Nl‘,‘ +2]CL CL ckl
2n,-1 2n,-3

=E[ZCL1 ?-2] G’ Gt ©)
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Similarly

El‘ll'l'l s S Illz-“! - 1#2—3 ¥
C =[(2C -2 - (10)
kg -G HGy Ty /

It is evident that we can derive one recurrence relation among coefficients
of three successive data pomts when tramsformmy for a fixed o, Tlus leads
to the introduction of systolic aray schemes in hardware design.

111- Proposed Systolic Array
If we cousider the DCT using (4),(9) aun)mwm the
complete recurrence formulae are ©

u-; 20,3
c'

s ey

2.+l ].nlv-i 132—3 .

c, 2 =ac ) -C (12)

LY ky c"'z ks

n, =l ln]-rl
i1 k2 mg)=x(n),ny) ckll Ckz
+zk¥,k2{"l"‘“2} (13

Where

&

alc! J=facl ¥-2
(€)=l %.31 ]

The systolic onay for realizing the above recwrrence formulae is
shown m Fig |, It requires {N|N9) processing elements. Four types of
processing elements are used. The first row of the armay consists of the
basic elements of Fig. 2a (PEl). The left most processor in each row
(PEY) is shown in Fig. 2b. The processing elements shown in Fig. 2 (a)
computes mmgiljwtﬁh#ﬁnﬁmhmzmwmm
(11). The basic element stored with the value for one point of the data
sequence computes the cosine values for the next element and accumulates
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the partial transform result These processes are done i parallel, thereby
consuming only one addition and one multiplication time equivalently. The
other processify elements (PE2) are shown in Fig. 3 . They use the cosine
values already computed n the previous processars PE| or PEL'. PE2 is
more sunple (one multiplier + one adder) than PE| but consumes the same
computation time. This reduces the hardware complexity of the overall
amay. The upper left processing element (PE) is the only PE that computes
equation (11) & (12) simultaneously. Although the number of multipliers
and adders differ in each type of processing element, they still consume the
same computation time (one addition and one multiphcation).

To obtain the final value X(k,.k,) an additional row of PE2 5 with
zero data sequence is  introduced. The reason for choosing this type
processors 15 to  mamtain the regulanty of the amay. X(1,10.X(2.1), ...

IV- Computation Complexity.

ik, .k.)con be obtained after (N, + N.) computation steps. if we let
M and A be the time for performing one multplication and one addition,
respectively, then M+A elapses in one processing clement, e one
computation step. Thus, X(k,.k,) is available after (N, + N.) (M+A) time
units. For the sake of pipelining, the computation of the whole transformed
sequence needs [(N, + N, )+ (k, +k,)}(M+A) units of time. The number of
additions A(N,N) and multiplications M(N.N)  needed to compute the
(NxN} - point DCT using the proposed systolic array are

A(NxN) = 4N
M(NxN) = 4N

Thus the number of multiplications & additions for the proposed algorithin
umﬂg{mﬁnmmummw equation (27} in [1]
yitis )

V-Conclusion:

For real - ume processing, the hardware cost paul for the recursive
computation 15 worth compared to the simple presiornge schemes for
transtorm kernel values. The compwatons of the kemel values and the
mtermedinte resiills are executed in parallel n each basic element, thus
conswming only one multiphcation and one addition ot a time, Tlus
algonithim results 1 a sigmficant reduction 1n computation time relative to
the fast cosine nansform inplementation [ 1]
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Fig. 1 The proposed syswolic srray lor 2D DCT (Ny=Ny=4)
Ckl(in) Ckl(out
PE 1 (oui)
Ck2(out)
Ck2(in)
ck2(in) —— Ck2(out)
A2 o A2
\ Zout
ck2(out)
Corfoan) o Cyylin)
Cualou) = Ax*Cy2{in)-Cyafiny
Coafoun) = Cyalin)
Zout = R*Cy,y(1m) Cy (i)

Fig 2(a) PR L{in lhe it row of die say) compuies (1)
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n
Yin

Vin PE2 Vout

Voul = Vin
Zout = Zin + R"Via Yin

Youl =Yin
Fig.3 PE2




